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Abstract

This study applies the autoregressive conditional heteroscedasticity (ARCH) model to forecast exchange rate volatility in South Africa for the period 1990Q1 to 2014Q2. The ARCH (1) and ARCH (2) models were constructed using four variables; namely, exchange rate, gross domestic product, inflation and interest rates. Upon addressing the issue of stationarity, the models were fitted and the ARCH (1) model was found to be fit. This model revealed a high volatility of exchange rate compared to the ARCH (2) model. Prior to forecasting, the selected model was subjected to a battery of diagnostics tests and was found to be stable and well specified. The forecasts from the ARCH (1) model proved that in the near future, exchange rate will not be highly volatile though SA will experience depreciation in its currency.
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1. Introduction

In the era of globalization, there is a need for foreign currency in order to manage economic activities such as exports, imports and investments. There are other components that benefit from the exchange of foreign currency such as industrialization and advancement, government departments, industries and organisations (Rishipal and Jain, 2012). The authors emphasise that the availability of various economic resources and means of production in the South African government depends largely on the value of exchange rate. As a result, the resources responsible for evaluation of exchange rate are not stable and fixed. Subsequently, the value of exchange rate fluctuates with respect to its purchasing power in the government and foreign currencies.

Exchange rate volatility has been found to have a significant effect on the overall economy of a country as reported by Rishipal and Jain (2012). The adverse consequences of exchange rate volatility on various parts of the domestic economy have now been well documented in numerous research works as highlighted by Rahmatsyah et al. (2002). Having said that, the Economist Intelligence Unit in 2007 affirmed that the impact of exchange rate on the economy has become an important question for economic policy makers. The former President of South Africa (SA) Thabo Mbeki created the Myburgh Commission to investigate the causes of the acute depreciation of the rand in 2001. The unit reported that the South African rand remains one of the most volatile of emerging market currencies, and is prone to sharp movements. It was then concluded that exchange rate volatility is a problem that affects the country’s economy and investments.

Exchange rate across the world has fluctuated widely particularly after collapse of the Bretton Woods system of fixed exchange rate (Srinivasan and Kalaivani, 2012). Excessive fluctuations have been observed in the exchange rate in countries. These fluctuations have been reported to be the major causes of uncertainties worldwide as reported by Chaudhary et al. 2012. SA was one of the countries that experienced this volatility according to Nyahokwe (2013). After the collapse of the Bretton Woods system of fixed exchange rate, majority of the affected countries initiated the flexible/floating exchange rate system (Chaudhary et al., 2012). In their study, Insah and Chiaraah (2013) highlighted that the change in the exchange rate regime from fixed to floating exchange rate system in 1983 caused a spike in exchange rate volatility in SA and this had marked effects on economic growth, capital movements and international trade. Fixed and floating exchange rate systems are identified by literature as the types of exchange rate as highlighted in Mohr et al. (2008). Some countries use the fixed exchange rate while others use the floating exchange rate systems. According to their explanation, Rishipal and Jain (2012) are of the view that fixed exchange rate system does not fluctuate overtime, while floating exchange rate system keeps on changing continuously.
Immediately after the move to a floating exchange rate system, exchange rate became highly volatile in SA. Omokhodje and Akpokodje (2010) confirmed that this had negative repercussions for trade, investment and growth. Volatility in the exchange rate affects the country in such a way that an appreciation in the exchange rate may create current account problems because it leads to overvaluation. This in turn makes imports artificially cheaper for foreign buyers while the volume of exports becomes relatively expensive for foreign buyers. Takaendesa (2006) alluded that exchange rate volatility reduces the international competitiveness of a country. Moreover, volatility in exchange rate hurt producers and investors alike because it affects their projected (planned) revenue and costs, including profits margin (Ben et al., 2010).

Campbell et al. (1997) commented on the statistical inefficiency and inconsistency of the assumption of a constant variance over some time period. He mentioned that in financial data the variance changes with time and defines this phenomenon as heteroscedasticity. It is of utmost importance to study models which accommodate this possible variation in variance. Numerous researches have been conducted in SA where the problem of exchange rate volatility was considered. Unfortunately, none of these researches used mathematical methods on quarterly data to model the conditional variance and performed forecast of exchange rate volatility. Therefore this study applies the autoregressive conditional heteroscedasticity (ARCH) framework to model and accommodate the dynamics of conditional heteroscedasticity in exchange rates. Moreover, the study intendeds to model long term performance of quarterly exchange rates of SA for the period 1990 to 2014.

The rand volatility is regarded as the biggest economic dilemma for the country. The Congress of South African Trade Union and other firms in the manufacturing industry had previously made calls to reduce the rand value. However, by far, the steadiness of the South African exchange rate is regarded as the most preferable choice for the financial sector and the industry at large. The inconsistencies in the rand resulted into one of the serious political-economic dilemma for the country. Most studies reported the volatility of the rand as one of the determinants which slows down the economic wellbeing of SA. The stock market is also suffering due to these volatility effects. It is however also necessary to investigate what could be the factors of exchange rate volatility. This information could be useful to policy makers in the country.

The findings of this study may be of help to economic policy makers in the country as they would know what to emphasise on in respect of exchange rate volatility. The findings may also help in bridging a gap in literature on the subject. This study may also give a guide to policy makers in the country to embark on policies that could help with reducing if not stabilising the challenge of exchange rate volatility. SA is a developing country, and other countries benchmark on it. It is therefore important to come up with policies that are informative not only to the South African government policy makers but also to other countries who are investors or wish to invest their resources in the country. Good investment is good for the country as it helps in boosting the economy and as a result poverty is alleviated and more jobs are created. Researchers and academicians in the field of finance and economics may also find this study as a useful guide when dealing with the issues of exchange rate. The recommendations made by this study may help prevent further exchange rate volatility in SA. The remainder of this paper is structured as follows; Section 2 provides a brief literature review. Section 3 describes the methodology, followed by results and discussion in Section 4. Section 5 gives concluding remarks.

2. Literature review

This section examines the review of studies on exchange rate volatility with the aim of identifying statistical framework and the variables adopted. Uddin et al. (2013) in their study suggest that, before exploring a new phenomenon, it is necessary for a researcher to look into various aspects already studied. As research is a continuous process and it must have some continuity with earlier facts. In this section, we elaborate on the research problem by looking into studies that already investigated exchange rate volatility. The emphasis is basically on what the theory says about the research problem.

Various studies around the world have investigated the factors affecting exchange rate volatility using different methods. For instance, in Pakistan, Zada (2010) studied the factors affecting exchange rate volatility using annual data for the period 1979 through 2008. The author employed multiple regression technique whereby inflation, interest rate, foreign exchange reserves, trade balance, money supply and gross domestic product were used as independent variables. The findings of the study indicated that inflation rate, interest rate and foreign exchange reserves strongly influence the exchange rate volatility and remained significant at 1% level while other variables such as gross domestic product (GDP), money supply, and trade deficit remained insignificant.

In Nigeria, Mayowa and Olushola (2013) used annual time series data to investigate the determinants of exchange rate volatility for the period 1981 through 2008. Variables used in the study include exchange rate, productivity, trade openness, government expenditure, real interest rate and money supply. The GARCH (1, 1) technique and the error correction model (ECM) were applied to examine the various determinants of exchange rate volatility. The findings
of the study indicated that openness of the economy, government expenditure, interest rate movement as well as the lagged exchange rate is among the major significant variables that influence exchange rate volatility.

Umaru et al. (2013) investigated the impact of exchange rate volatility on export in Nigeria. The study used GARCH (p, q) on time series data covering the period 1970 to 2009. The findings of the study indicated that exchange rate volatility impacts exports in Nigeria. The study recommended that, Nigerian government implement a fixed and sustainable exchange rate policy that will promote greater exchange rate stability and improve terms of trade.

Danmola (2013) studied the relationship between exchange rate volatility and GDP, foreign direct investment (FDI) and trade openness. The study used annual data which covered the period 1980 to 2010 in the Nigerian context. For the purpose of analysis, the author employed the correlation matrix, ordinary least square (OLS) and Granger causality test to test the short run dynamics. The findings of the study indicated that GDP, FDI and Trade Openness have a positive influence on exchange rate volatility. The findings further indicated that all variables are stationary at different levels of significance and order of integrations.

The study by Mahmood et al. (2011) looked into the relationship between exchange rate volatility and FDI, GDP and trade openness in Pakistan. The investigation was mainly to check whether fluctuations in exchange rate volatility affect FDI, GDP and trade openness in Pakistan. The study used annual data from 1975 to 2005. GARCH (1, 1) model was applied and the findings of the study indicated the impact of exchange rate volatility on macroeconomic variables in Pakistan. The results further indicated that exchange rate volatility positively affects GDP and trade openness and negatively affects the FDI. From the literature gathered above, it is evident that the subject is of interest and has been investigated in several countries. It is evident that less interest is paid to ARCH as a method of investigation. This is an indication that the application of this model has not been exhausted in the field of econometrics. This study is important since there is no evidence that the same has been done in SA.

3. Data and methodology

3.1 Data

The empirical analysis uses quarterly data that covers the period 1990Q1 to 2014Q2. The sample period is selected because it covers the 2007 and 2008 financial crisis and the period gives a clear trend of what happened prior to and after the apartheid era. Moreover, with a considerable number of observations, the assumption of normality may also not be violated and the effective applications of the methods chosen for data analysis are catered for. Data is mainly sourced from the electronic data delivery system of the South African Reserve Bank (SARB) and Organization for Economic Co-operative and Development (OECD). The econometric views (E-Views) version 8 software package is utilized to analyse data. E-Views helps with data management, perform econometric and statistical analysis, generate forecasts and model simulations, and produce high quality graphs and tables. The variables used in the analysis are exchange rate (ER), gross domestic product (GDP), and inflation rate (INFR) and interest rate (INTR). A brief description for each of these variables is given below:

**Exchange rate (ER):** Todaro and Smith (2011) define the ER as the price of one unit of foreign currency in terms of domestic currency for instance, the exchange of the Rand for the US dollar. This variable is used in this study as a dependent variable ER and is measured in percentages.

**Gross Domestic Product (GDP):** Mohr et al. (2008) define GDP as the total value of all goods and services produced within the boundaries of a country in a particular period (usually on year). According to Rishipal and Jain (2012), a volatile ER, especially when it depreciates constantly, affects the GDP which will lead to exports becoming cheaper and imports expensive. GDP is an independent variable and is measured in millions.

**Inflation rate (INFR):** Mohr et al. (2008) define INFR as a continuous and considerable rise in prices in general. According to Chaudhary and Goel (2013), INFR is a determinant of ER whereby a higher INFR in the country will be followed by a depreciation of the currency while a lower INFR in the country will be followed by an appreciation of the currency. INFR as an independent variable in the model is measured in percentages.

**Interest rate (INTR):** According to Mohr et al. (2008), INTR is the percentage charged by the lender to the borrower for the use of money/assets. A higher INTR in the domestic country attracts foreign investors which in turn increases the value of the domestic currency. INTR as another independent variable in this study is measured in millions.

Exchange rate in this study is modelled as percentage the first difference of the series defined as:

\[ r_t = 100 \times \log \left( \frac{E_t}{E_{t-1}} \right) \]  

where \( r_t \) is the daily percentage return to the exchange rate and \( E_t \) and \( E_{t-1} \)is denoted the exchange rate at the current and previous day respectively.

3.2 Methods

Preliminary data analysis is performed before the primary statistical data analysis. Firstly, it is important
to explore the behavior of a random variable. Therefore trend analyses are employed for this reason.

### 3.2.1. Stationarity analysis

Challis and Kitney (1991) define stationarity as a process whereby the statistical parameters, for instance, the mean and standard deviation of the process do not change with time. On the other hand, Aas and Dimakos (2004) clarify that a sequence of random variables \( X_i \) is stationary if there is no trend and if the covariance does not change over time, that is:

\[
E[X_t] = \mu \text{ for all } t \text{ and } Cov(X_t, X_{t-k}) = E[(X_t - \mu)(X_{t-k} - \mu)] = \gamma_k \text{ for all } t \text{ and any } k.
\]

Sibanda (2012) asserts that the dependent and independent variables of a classical regression model be stationary and the errors have a zero mean and finite variance. Hill et al. (2008); Bowerman and O’Connell (1979) provide reasons why stationarity of variables needs to be assessed. The first basic reason is to avoid spurious results. Secondly, if a regression model has variables which are non-stationary, then t-ratios do not follow a t-distribution. The sequence for stationarity check is to firstly show time series plots which determine the behaviour of random variables. This further assesses whether or not the properties of time series are violated. The formal tests conducted are the Augmented Dickey-Fuller (ADF) and Phillips Perron (PP) formal tests. These tests are important as they give insight into the structural breaks, trends and stationarity of the data set (Brooks, 2008). Discussed below is the ADF and PP test for stationarity.

**Augmented Dickey Fuller (ADF)**

A customized version of the Augmented Dickey-Fuller (ADF) was developed by Dickey and Fuller (1979). Phillips Perron (PP) slightly differs from ADF in terms of the heteroscedasticity in the error term and the serial correlation. The PP uses a different approach to approximate the ARMA structure of errors in the test regression and ignores any serial correlation as compared to the ADF that uses a parametric auto regression. The ADF test was recommended by Chun-Leng (2006) as a good measure for assessing stationarity of the series. The following regression equation adopted from Moroko (2014) is used for testing stationarity:

\[
\Delta Y_t = \alpha + \beta Y_{t-1} + \sum_{i=1}^k \phi_i \Delta Y_{t-i} + \epsilon_i, \quad (2)
\]

where \( \Delta \) represents the first difference operator, \( t \) is the time drift, \( k \) is the number of lags used and \( \epsilon_i \) is the error term, \( \alpha \) and \( \beta \) are the model bounds. The ADF test includes a constant and deterministic trend. Assuming that the series \( \{Y_t, \Delta Y_t\} \) follows an AR (p) process, Hamilton (1990) highlights that the rejection or acceptance of the null hypothesis of a unit root is based on running the regression:

\[
Z_t = \mu + (\phi_i - 1)Y_{t-i} + \sum_{j=1}^{p-1} C_j Z_{t-j} + \epsilon_i, \quad (3)
\]

where \( Z_{t-j} = Y_{t-j-1} \) for \( j = 0, 1, 2, \ldots, p - 1 \) and \( \epsilon_i \) is a white noise process. The ADF test statistic is given as:

\[
\hat{t}_{ADF} = \frac{\hat{\phi}_i - 1}{s(e(\phi - 1)), \quad (4)
\]

\( s(e(\phi - 1)) \) represents the standard error of \( \phi - 1 \). The null hypothesis of a unit root \( H_o: \phi_i = 1 \) is rejected if \( \hat{t}_{ADF} \) is less than the appropriate critical value at some level of significance.

**Phillips Perron (PP)**

Phillips-Perron (1988) test of stationarity is a more comprehensive theory of unit root non stationarity. The test uses non-parametric statistical methods in order to take care of the serial correlation in the error terms without adding lagged difference terms (Brooks, 2008). The test is similar to the ADF test but it incorporates an automatic correction to the DF procedure to allow for auto correlated residuals. The PP test involves fitting the regression:

\[
Y_t = \alpha + \rho Y_{t-1} + \epsilon_t \quad (5)
\]

where \( \epsilon_t \) is \( I(0) \) and may be heteroscedastic. The test statistic is calculated with the equation:

\[
\hat{\tau}_{pp} = \left( t_{\phi-1} \right)^{1/2} - \frac{N}{2} \left( \frac{\hat{\sigma}^2 - \Gamma_0}{\zeta \sigma} \right) s(e(\phi - 1)) \quad (6)
\]

where \( t_{\phi-1} \) is the test statistic of \( \phi - 1 \), \( s(e(\phi - 1)) \) is the standard error of \( \phi - 1 \), \( \sigma \) is the standard error of the test regression and \( \Gamma \) is the truncation lag. The asymptotic distributions of the PP test statistics are the same as those of the ADF test. Here again, the null hypothesis of unit root \( H_p: \phi_i = 1 \) is rejected if \( \hat{\tau}_{ADF} \) or \( \hat{\tau}_{PP} \) is less than the appropriate critical value at some level of significance.
3.2.2. ARCH model estimation

The variance of the disturbance term is assumed to be constant in economic modelling. However many economic series do not have a constant variance and a number of these series are exposed to periods of high, others to low period of volatility (variance). Exchange rate has been found to be prone to the volatility. The ARCH model is recommended to capture these effects of conditional heteroscedasticity. This model was first introduced by Robert Engle in 1982. The model could also be applied when the researcher desires to simultaneously model estimates of the mean and the variance of a series. As the name of the model indicates it assumes heteroscedasticity of the residual and takes it into account (Abdalla, 2012). The autoregressive part comes from the fact that it uses realized values of old residuals, which are obtained from the mean equation.

\[ r_t = \epsilon_t, \]

where \( \epsilon_t \sim N(0, \sigma^2) \) and \( \sigma^2 = c. \)

The model is mostly used in finance. Engle (2001) supported by Brooks (2008) recommends the ARCH model when the goal of the study is to analyse and forecast volatility. Volatility is referred to as the spread of all likely outcomes of an uncertain variable. Abdalla (2012) cautions that in financial markets, we are often concerned with the spread of asset returns. The statistical definition of volatility is a measure of the sample standard deviation as:

\[ \hat{\sigma} = \sqrt{\frac{1}{T-1} \sum_{i=1}^{T} (r_i - \mu)^2} \]

where \( r_t \) is the return on the day and \( t \) and \( \mu \) is the average return over the T-day period. Poon (2005) asserts that volatility as a measure strictly for uncertainty could be due to a positive outcome. In the presence of the ARCH effects, the variance will no longer be time independent and the ARCH model that deals with the heteroscedastic variance becomes:

\[ \epsilon_t \mid I_{t-1} \sim N(0, \sigma^2_t) \]

This paper uses the variance as a measure of volatility. Adopting the procedure used by Abdalla (2012), the general form of the ARCH (q) model is

\[ \sigma^2_t = \alpha_0 + \sum_{i=1}^{q} \alpha_i \epsilon^2_{t-i} \]

The residual is conditionally heteroscedastic and depends on all information available at time \( t - 1, I_{t-1} \). The residual becomes:

\[ \epsilon_t = \nu_t \sigma_t \]

And \( \nu_t \) is a white noise process and is assumed to be normally distributed with mean 0 and variance 1, i.e. \( \nu_t \sim N(0,1) \) and is independent of \( \sigma_t \). \( \sigma_t \) is a non-negative stochastic process. The variance of \( \epsilon_t \) is no longer a constant and depends on the lagged values of the residual, where \( \alpha_0 > 0 \) and \( \alpha_i \geq 1 \) (necessary to restrict the variance to be positive) (Abdalla, 2012). The ARCH model is advantageous to use as the conditional forecasts are vastly superior to unconditional forecasts because they incorporate all information available. The unconditional forecast for the mean and variance of an ARCH (1) model becomes:

\[ E(\epsilon_t) = 0 \]
\[ E(\epsilon^2_t) = \frac{\alpha_0}{1 - \alpha_1} \]

The conditional forecasts of these coefficients would be:

\[ E(\epsilon_t \mid I_{t-1}) = 0 \]
\[ E(\epsilon^2_t \mid I_{t-1}) = \alpha_0 + \alpha_1 \epsilon^2_{t-1} \]

In this instance, the conditional mean is still zero due to the white noise process but the conditional variance is different and is dependent on the realized value of \( \epsilon^2_{t-1} \). The unconditional variance only looks at the estimated values of \( \alpha_0 \) and \( \alpha_1 \). If the realized value of \( \epsilon^2_{t-1} \) is large so will \( \epsilon^2_t \). It is a desirable feature for financial series since most of them display evidence of volatility clustering and the ARCH process takes it into account (Abdalla, 2012).

3.3 Model selection criteria

Model selection criteria provide a basis for model selection (Acquah, 2010). The study uses the Akaike information criterion (AIC) and Schwarz information criterion (SIC) in order to select between candidate models. Discussed below is the procedure for using the AIC and SIC criteria. AIC was developed by Akaike (1973) while SIC was developed by Schwarz (1978). The AIC test is aimed at finding the best approximating model to the unknown data generating process (Acquah, 2010).

Gujarati and Porter (2009) emphasise that the advantage of forecasting performance of a regression model using the AIC is not only in-sample but also out-of-sample. The advantage of using the SIC is to
identify the true model (Fox, 2008). Gujarati and Porter (2009) emphasises that the SIC can be used to compare in-sample or out-of-sample forecasting performance of a model. Both models are given in equations 15 and 16 respectively:

\[
AIC = -2 \log_e L(\hat{\theta}) + 2s
\]

\[
SIC = -2 \log_e L(\theta) + s \log_e n
\]

where \( L(\hat{\theta}) \) is the maximised log likelihood under the model and \( \theta \) is the parameter vector for the model. The model with the smallest AIC and SIC is chosen and used for further analyses.

### 3.4 Model diagnostics tests

The model that satisfies the requirements of the AIC and SIC is subjected to a battery of diagnostics tests prior to the forecasting process. This step ensures that the model is adequate enough to be used for further analyses. Tandrayen-Ragoobur and Emandy (2011) emphasise that model diagnostics testing is important as it helps in identifying misspecification of a functional form and the stability of regression coefficients. In light of the above information, the cumulative sum control chart (CUSUM) stability test and Ramsey’s (regression error specification test) RESET tests are used to test for stability of the coefficients and misspecification of a functional form. The description of these tests is given below;

**Cumulative Sum Control Chart (CUSUM) stability test**

Checking model stability is necessary for prediction and econometric inference (Hansen, 1992). The author further cautions that model instability generally makes it difficult to interpret regression results. In the present study, the CUSUM stability test is used to assess stability of the long run dynamics (Tandrayen-Ragoobur and Emandy, 2011). The test is essentially designed to detect instability in the model. This test was developed by Page (1954). It is based on a normalized version of the cumulative sums of the residuals (Brooks, 2008). Tandrayen-Ragoobur and Emandy (ibid) point out that, if a plot of the CUSUM statistics stays within the critical bounds of 5% significance level, it means that all coefficients in the model are stable. Stability of the model implies that the explanatory variables are fit for the selected model.

**Ramsey’s Regression Error Specification Test (RESET)**

The RESET test was developed by Ramsey (1969). This test is a general misspecification test designed to check the inappropriate functional form of the model. It further tests whether a regression model is correctly specified in terms of the regressors that have been included in the model (DeBenedictis and Giles, 1998). The rejection rule is to reject the null hypothesis if the probability value associated with the Ramsey’s RESET test is greater than 0.05 or 5%. According to Hill et al. (2008), rejection of \( H_0 \) implies that the specification of the equation can be improved.

### 4. Results and discussion

This section provides and discusses the results based on the objective of the study and the methods employed.

#### 4.1 Stationarity test result

The initial analysis of data involves analysing the time series plots in order to identify the salient features of the data. This further helps in deciding about the properties of the model to fit. Figure 1 is a graphical representation of the four variables used in the study.
It is evident from figure 1 that exchange rate is explained by irregular components and has disturbance errors between the years 1993 and 1998. The figure shows that the rand experienced a sharp depreciation in the year 2000. This is a period when the inflation targeting-flexible exchange regime was adopted by the country and the currency underwent an era of excessive volatility. Also depicted is an accelerated devaluation which took place from 2000 until 2002. A sharp depreciation of the rand was experienced in 2000 and continued with the weakening trend 2001. This rapid depreciation in 2001 became an enormous concern and forced the government to make a formal inquiry in to the depreciation of the rand by Myburgh Commission. Several of the macroeconomic variables were reported to be the causes of this depreciation. Major reasons to this were among others a slowdown in global economic activity, contagion from events in Argentina, and a worsening in the current account balance in the fourth quarter of 2001 as reported by Bhundia and Gottschalk (2003). According to the Industrial Development Corporation, the South African rand exhibited excessive volatility from the year 1996 to 2001 and the pace of the depreciation was particularly strong but then again the rand strengthened between the years 2003 and 2006.

During the subprime mortgage crisis which took place in 2007 and the financial crisis in 2007 and 2008, the rand embarked on a generally declining trend but increased again in the years 2009 and 2010. A volatile exchange rate cause uncertainties in terms of foreign investment and therefore macroeconomic factors such as gross domestic product, interest rate and inflation rate are affected negatively. The findings of the study by Ozturk (2006) highlighted that changes in exchange rate create uncertainty about the profits to be made and hence, reduces the benefits of international trade.

Other three variables just like the exchange rate are explained by trend and irregular components are said to be non-stationary. This means that the mean and variance of the series are not constant. In addition to the visual representation of the series, the ADF and PP tests are used to confirm the results. The results are summarized in Table 1 and 2.
Table 1. Augmented Dickey Fuller (ADF) results including intercept

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level of test</th>
<th>Number of lags</th>
<th>T-statistics (ADF test)</th>
<th>Critical value – 5%</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG_ER</td>
<td>Level</td>
<td>0</td>
<td>-9.544059</td>
<td>-2.89155</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>1</td>
<td>-12.73441</td>
<td>-2.8922</td>
<td>Stationary</td>
</tr>
<tr>
<td>LOG_GDP</td>
<td>Level</td>
<td>4</td>
<td>-0.472878</td>
<td>-2.892879</td>
<td>Non stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>3</td>
<td>-2.789771</td>
<td>-2.892879</td>
<td>Non stationary</td>
</tr>
<tr>
<td>LOG_INF</td>
<td>Level</td>
<td>0</td>
<td>-4.72665</td>
<td>-2.89155</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>1</td>
<td>-9.489337</td>
<td>-2.8922</td>
<td>Stationary</td>
</tr>
<tr>
<td>LOG_INTR</td>
<td>Level</td>
<td>0</td>
<td>-1.037114</td>
<td>-2.89155</td>
<td>Non stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>1</td>
<td>-8.212624</td>
<td>-2.8922</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

The results in Table 1 reveal the presence of stationarity for the exchange and inflation rates at levels. The test indicates stationarity at a 5% significance level with the exception of LOG_GDP and interest rates. Based on these findings, first differencing was applied to the series to render them stationary. However, gross domestic product only became stationary after second differencing.

Table 2. Phillips Perron (PP) results including intercept

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level of test</th>
<th>Bandwidth</th>
<th>T-statistics (PP test)</th>
<th>Critical value – 5%</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG_ER</td>
<td>Level</td>
<td>3</td>
<td>-9.551906</td>
<td>-2.89155</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>29</td>
<td>-48.45519</td>
<td>-2.891871</td>
<td>Stationary</td>
</tr>
<tr>
<td>LOG_GDP</td>
<td>Level</td>
<td>15</td>
<td>0.447924</td>
<td>-2.89155</td>
<td>Non stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>20</td>
<td>-16.79365</td>
<td>-2.891871</td>
<td>Stationary</td>
</tr>
<tr>
<td>LOG_INF</td>
<td>Level</td>
<td>0</td>
<td>-4.72665</td>
<td>-2.89155</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>11</td>
<td>-13.4538</td>
<td>-2.891871</td>
<td>Stationary</td>
</tr>
<tr>
<td>LOG_INTR</td>
<td>Level</td>
<td>10</td>
<td>-0.895208</td>
<td>-2.89155</td>
<td>Non stationary</td>
</tr>
<tr>
<td></td>
<td>1st Difference</td>
<td>15</td>
<td>-8.831559</td>
<td>-2.891871</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

In Table 2, the results of the PP stationarity test including intercept are presented. The results indicated that The PP unit root test proves that gross domestic product and interest rate are non-stationary at levels. However, exchange and inflation rates are stationary at 5% level of significance. For the sake of consistency all the variables were subjected to first differencing to induce stationarity. It is evident from the results that all the variables are stationary according to the ADF and PP tests.

4.3 ARCH (1) and ARCH (2) modeling results

This Section provides the results of the ARCH (1) and ARCH (2) models presented in Tables 3 and 4. In the case were the ARCH (q) model is interpreted, the variance equation coefficients exhibit low volatility when they are less than 1 and high volatility when they are greater than 1.

Table 3. ARCH (1) model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>-2.13E-05</td>
<td>1.48E-05</td>
<td>-1.442230</td>
<td>0.1492</td>
</tr>
<tr>
<td>INF</td>
<td>0.013084</td>
<td>0.129442</td>
<td>0.101079</td>
<td>0.9195</td>
</tr>
<tr>
<td>INTR</td>
<td>-0.493796</td>
<td>0.359411</td>
<td>-1.373901</td>
<td>0.1695</td>
</tr>
<tr>
<td>C</td>
<td>13.29741</td>
<td>8.850257</td>
<td>1.502488</td>
<td>0.1330</td>
</tr>
</tbody>
</table>

The estimated ARCH (1) model from the results is given as:

resid(-1)^2
The estimated ARCH (2) model given as:

\[ ER_t^2 = 10.39456 - 0.0000177(GDP) - 0.089170(INF) - 0.310334(INTR) \]

The results of this model differ from the ARCH (1) model with regard to the inflation rate. However, this model yields volatility measures greater than that of ARCH (1). The three determinants contribute to even higher exchange rate volatility of about 27.1% when represented with ARCH (2) model. The results of this study are in support of those by Mirchandani (2013), Umaru et al. (2013) and Ngailo (2011).

### 4.4 Model selection results

<table>
<thead>
<tr>
<th>Criterion</th>
<th>ARCH (1) model</th>
<th>ARCH (2) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIC</td>
<td>3.777125</td>
<td>3.820431</td>
</tr>
<tr>
<td>AIC</td>
<td>3.618861</td>
<td>3.635790</td>
</tr>
</tbody>
</table>

The results provided in Table 5 reveal that the ARCH (1) model prove to be the best model when compared to ARCH (2) model. ARCH (1) has the smallest AIC and SIC. This model is subjected to the diagnostics tests and if found fit will be used for further analyses. Presented next are the diagnostic checking of ARCH (1) in Section 4.5.

### 4.5 Model diagnostic results

Presented in this section are the results on model specification and stability tests.

**CUSUM stability test results**
The null hypothesis that all the coefficients in the regression model are correctly specified cannot be rejected at 5% level of significance based on the results in Figure 2. The plot of CUSUM statistic remains within the critical bounds which suggest that the ARCH (1) model is stable. Stability of this model implies that the determinants used are suitable to explain exchange rate volatility. The plot further shows that changes in the exchange rate for the selected period was seen in 2002 onwards but such changes remained within the critical bounds.

**Ramsey’s REST test**

<table>
<thead>
<tr>
<th>Ramsey RESET test</th>
<th>Value</th>
<th>DF</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-statistic</td>
<td>1.022155</td>
<td>(1, 93)</td>
<td>0.3146</td>
</tr>
</tbody>
</table>

The observed probability value associated with the Ramsey’s RESET test is greater than 0.05 / 5% significance level. This leads to failure to reject the null hypothesis of no misspecification.

**4.6 Forecasting results**

Forecasting is very crucial as predictions of future events are used for decision making processes in many organisations (Bowerman and O’Connell, 2005). One of the objectives of this study is to compute forecasts for exchange rate volatility. Presented in Figure 3 is the six years in sample forecasts of exchange rate volatility obtained from ARCH (1) model.

![Figure 3. ER volatility forecasts for 2014Q3 – 2020Q4](image)
Figure 3 displays forecasted values of exchange rate volatility for the period 2014Q3 to 2020Q4. A downward trend is seen from the period 2014 Q1. The picture could be appealing to SA since the country depends largely on trade. Mirchandani (2013) advised that weak exchange rate makes currency more attractive which in turn increases the demand for the currency for the domestic country. It is evident that past values of the series (denoted as actual) are equivalent to the forecasted values (shown as forecasts) confirming the validity of the ARCH (1) in forecasting exchange rate volatility. The forecast indicate that in future exchange rate will not be volatile but SA will experience depreciation in its currency. The actual and forecasted values of exchange rate volatility slightly differ due to disturbances which occurred during the periods indicated by long spikes in Figure 3.

5. Concluding remarks

The current investigation evaluated exchange rate volatility in South Africa. The analysis took into consideration the objectives as outlined in section 1. Secondary data covering the period 1990Q1 through 2014Q2 was obtained from the SARB and OECD databases. Gross domestic product, interest rates and inflation rate were used to explain exchange rate volatility in the context of South Africa. Stationarity testing on the series was performed using the ADF and PP tests. The series were found to be non-stationary at their level but stationarity after first differencing was imposed.

For primary analyses, this study applied ARCH (1) and ARCH (2) models to assess exchange rate volatility in SA. This was done to determine the model which reveals high exchange rate volatility and ARCH (1) outperformed the ARCH (2) model also according to the AIC and SIC. The ARCH (1) model was found to be fit and stable for the data according to the diagnostic checking. This model was used for producing forecasts of exchange rate volatility in South Africa for the period 2014Q3 and 2020Q4. Exchange rate volatility forecasts exhibited a downward trend or movement starting after the year 2014Q3. The downward trend of forecasts serves as good news for South Africa because a weak exchange rate makes currency more attractive as a form of investment. Finally, the study concludes that exchange rate volatility can be modelled with the ARCH model.

Based on these findings, the study makes the following recommendations:

- A downward trend starting from 2014Q3 means currency in South Africa becomes weaker which leads to foreign investments favouring South Africa for the next 6 years. Therefore, the South African government should start identifying sectors where possible investments can be made. The exchange rate may be used as a policy tool to attract foreign portfolio investments.
- These forecasts may also be used when embarking on new policies concerning exchange rate in the country.
- Based on the literature reviewed and the results of this study, the study recommends reimplementation of the fixed exchange rate system in SA. A volatile exchange rate has a potential to unsettle foreign investors, and therefore foreign trade and investments are affected negatively.
- A fixed exchange rate would encourage government to implement a policy on import restrictions. A weak exchange rate will enable foreign countries to import more and uncontrolled imports tend to affect domestic industries (markets). Domestic markets will not be able to export mainly because foreign currency will be expensive as compared to the South African Rand. Further research is proposed to improve this study results significance where daily or weekly data is analysed. Studies have shown that using more frequent observations better capture the dynamics of exchange rate and other financial variables. The use of multivariate GARCH family models is also recommended.
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